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ABSTRACT
Currently many enterprises face issues regarding insufficient data
collection samples and data recording dimensions, thus it’s hard to
make efficient predictions. Since it is limited by the requirement of
protecting privacy and trade secrets, data can’t be effectively shared
among enterprises. Federated learning is an effective method to
solve this problem, but there are some performance bottlenecks,
information security issues and data trust issues still existed, which
need to be improved in combination with other advanced technolo-
gies to meet the practical requirements. This paper combines the
blockchain technology with federated learning technology, and
uses decentralized blockchain system to replace the traditional cen-
tralized federated learning architecture. We adopt training method
of updating models to achieve machine learning. In this way, we
can avoid transmission of intermediate computing data and achieve
mechanism of node access, model evaluation, motivation and audit
with combination of block chain. In terms of the algorithm, the
horizontal federated learning adopts the integrated learning algo-
rithm, and the vertical federated learning adopts the deep learning
algorithm. It will be described in detail below.
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1 INTRODUCTION
Federal study (Federated Learning) is the basis of a new artificial
intelligence technology, first put forward by Google in 2016, which
was originally used to solve the android mobile terminal users in
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the problem of local update model. The design goal is to protect
the terminal data and personal data privacy in big data exchange of
information security and carry out efficient machine Learning with
multiple parties or multiple computing nodes under the premise
of ensure legal compliance. The classic federated learning prob-
lem is based on a global model of data learning stored on tens to
millions of remote client devices. During the training, the client
device needs to communicate periodically with the central server.
It leads to performance bottlenecks, untrusted data, privacy leaks
and other issues. The existed federal learning research focuses on
the algorithm direction, and the research about system architec-
ture direction is not enough, so mentioned problems have not been
completely solved. Nevertheless, federated learning of large-scale
practices is an important means of facilitating data sharing and
overcoming related problems. This paper is committed to solve the
above three problems

With the development of artificial intelligence technology, data
has become an increasingly important resource. However, in many
industries, it needs to protect trade secrets and customer privacy
prevents data from being shared effectively. IN financial industry,
risk control and credit investigation are important methods of risk
management. The traditional data analysis mode faces the problems
that limited data collection scope, low enthusiasm for data upload-
ing, untimely update and high access threshold. In medical industry,
the sensitivity of the data making medical institutions, insurance,
drug companies, medical equipment suppliers are difficult to realize
low cost and efficient data exchange and medical information shar-
ing, which leads to a large amount of data resources in the industry
not been effective use and in-depth analysis. [1-4]

Therefore, many enterprises have insufficient data collection
samples and data collection dimensions, and cannot share data
due to sensitive data. In order to effectively utilize and analyze
sensitive data, it is necessary to find a data training mode with
the advantages of security compliance, no need to migrate classi-
fied data, and no disclosure of private information. The existing
multi-party cooperative data training methods include joint model-
ing, secure multi-party computing, federated learning and so on.
Among them, based on the basic information authorized by users,
joint modeling can obtain the multidimensional data associated
with users and comprehensively grasp the customer information,
which may easily lead to excessive acquisition and improper use
of user information. Secure multi-party computing technology is
based on the principle of cryptography, homomorphic encryption
and other methods to train data without data decryption, which
has no advantage in performance and is not suitable for the situ-
ation of large data volume. In contrast, federal learning involves
multiple participants with equal status, which contribute and share
the results together. Moreover, the experimental results obtained by
this distributed federated learning modeling approach are similar
to those obtained by integrating multi-party data for centralized
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Figure 1: Classical Federated Learning Architectures.

modeling. It does not need expensive encryption hardware and has
open source platform. The prospect of federated learning is most
optimistic in these technologies.

The current mainstream of federal study framework is shown in
figure 1

The central server is responsible for the maintenance model and
global work force, a large number of participating in the framework
of mobile devices are referred as the Client. The Client have equal
status in the system and loose coupling, each Client stores the
local data, these local data is not transmitted and exchanged in any
form. Currently, federal learning technology has not been widely
promoted and fully used, mainly because the following limitations
have not been overcome [5-8]:

• Performance bottleneck. A classic federated learning frame-
work with a central server at its core, has high hardware per-
formance requirements and operational maintenance costs,
and can lead to a single point of failure or become perfor-
mance bottleneck. The frequent bidirectional communica-
tion between the central server and the client results is in
high communication cost, and the repeated encryption and
decryption operation also results in high operation cost.

• Information security issues. The information security of fed-
erated learning is based on the trust of the central server,
which requires the security of the central server’s computing
environment and reasonable design of computing process.
But the central server’s computing environment and pro-
cess are not transparent, which are the hidden trouble of
information security.

• Data credibility problem. The existing federated learning
framework is implemented by the central server for access
identification, which only guarantees the trustworthiness of
the participant identity but not the trustworthiness of the
data. If an individual participant uses fake data to partici-
pate in the training, it may pry into the privacy of others
or mislead the training model, which is difficult for other
participants to detect and prevent. [9-10]

To solve the above problem, we need to combine other cutting-
edge technology with the existing federal study framework for re-
form and breakthrough. At present, there aremany explorations and
practices in big data sharing and privacy protection of blockchain,
such as “Deepa, N., Pham, Q. V., Nguyen, D. C., Bhattacharya,
S., Gadekallu, T. R., Maddikunta, P. K. R., ... & Pathirana, P. N.
(2020). A Survey on Blockchain for Big Data: Approaches, Oppor-
tunities, and Future Directions. arXiv preprint arXiv:2009.00858.”,
“Ch, R., Srivastava, G., Gadekallu, T. R., Maddikunta, P. K. R., &
Bhattacharya, S. (2020). Security and privacy of UAV data using
blockchain technology. Journal of Information Security and Appli-
cations, 55, 102670.”, “Gadekallu, T. R., Kumar, N., Hakak, S., & Bhat-
tacharya, S. (2020). Blockchain based Attack Detection on Machine
Learning Algorithms for IoT based E-Health Applications. arXiv
preprint arXiv:2011.01457.”, “Bhardwaj, A., Shah, S. B. H., Shankar,
A., Alazab, M., Kumar, M., & Gadekallu, T. R. (2020). Penetration
testing framework for smart contract Blockchain. Peer-to-Peer Net-
working and Applications, 1-16.”. This shows that blockchain tech-
nology combines with other technologies is feasible and advanced.
In this paper, we take the blockchain combined with federal study
ways to solve the above problems.

• The client participating in the calculation trains the local
model according to their own local data, and the blockchain
ledger maintains the central model. The client transmits the
update of the local model encrypted to the central server to
reduce the data transmission amount of model update. The
training process between each node is independent, and the
reading of the central model can be read from any node, so
as to eliminate the single point of failure and data interaction
bottleneck of the original architecture.

• The model update process is controlled by an intelligent
contract. Only models are transformed during the update
process, so there is no possibility of information leakage.
The updating process of the model is disclosed, the updating
condition is disclosed, and the updating process can be traced,
which ensure information security.

• Combining the mature authentication technology of block
chain technology for access identification ensures the credi-
bility of the identity of participants. Model evaluation stan-
dard is set up jointly by the participants, the chain model is
updated by the parties jointly control and prevented mali-
cious or invalid update of participants to the center model,
which ensure the credibility of data.

2 ARCHITECTURE DESIGN OF FEDERATED
LEARNING SYSTEM BASED ON
BLOCKCHAIN

The main defects of the existing federal learning come from the per-
formance bottleneck, safety hidden trouble. And data is not credible
since it’s caused by the centralized architecture. Blockchain technol-
ogy together with decentralized federal learning architecture can
highly solve problems. Blockchain is a kind of decentralized trust
database, it can use digital encryption and timestamp methods to
implement point-to-point transaction without mutual trust. Its core
idea is based on the decentralized characteristics of peer-to-peer
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Figure 2: Architecture Design of Federated Learning System
Based on Blockchain.

networks with reached consensus on each nodes and nodes collec-
tively maintain data blocks. Each block on the data chain is checked
by digital signature to prevent data tampering and forgery. This
architecture can remove the dependency of the federated learning
system of the central server, break the performance bottleneck and
improve transparency of the computing process. [11-14]

In this paper, we adopt classic blockchain system architecture
and blockchain system is divided into six levels: the data layer,
the network layer, the consensus layer, the motivation layer, the
contract layer and the application layer. The model of federated
learning is stored in the data layer. The network layer, the consensus
layer and the motivation layer support the operation of the system
together. The contract layer is used to control the training and
updating model, and the application layer can expand the functions
of the system. [15]

The architecture design of federated learning system based on
blockchain is shown in figure 2. The bottom layer of blockchain
is the data layer, which mainly realizes data storage, accounts and
safety transactions, the model of federated learning system is also
stored in this layer. The data store is mainly based on the Merkle
tree. The realization and security of accounts and transactions are
based on various cryptographic algorithms and technologies. In
data layer, it mainly includes data block, chain structure, timestamp,

hash function, Merkle tree and asymmetric encryption. Data layer
can ensure the credibility and availability of the model. The new
blockchain supports the function of storing private data under the
chain and storing hash on the chain, which is suitable for storing
user data, and can guarantee the credibility and privacy and improve
system performance. [16]

The network layer of blockchain is a distributed system based on
TCP/IP communication protocol and peer-to-peer network. It does
not rely on one centralized service node to transmit information,
but all nodes participate in the information transmission, which can
satisfy the communication requirements among nodes of the feder-
ated learning system. According to the data verification mechanism
and special transmission protocol sated up by the network layer,
each node in the blockchain system can participate checking and
accounting. Only if most nodes in the whole network have been
verified can data be stored in the blockchain. New blockchain typi-
cally has access to mechanisms that are more suitable for federated
learning business scenarios.

The consensus layer mainly realizes the highly dispersed nodes
in the whole network to reach consensus on transactions and data
quickly, and prevents consensus attacks such as Byzantine attack
and 51% attack. This algorithm is called consensus mechanism,
which is one of the core technologies of blockchain. Nowadays,
there are dozens of consensus mechanism algorithms such as Proof
of Work, Proof of Stake, and BFT in blockchain technology. As an
optional layer, the consensus layer can provide a secure operating
environment for the federated learning platformwhen participating
nodes are not trusted and prevented attacks by malicious nodes.

The main function of the motivation layer is to encourage
each node in the network to conduct security verification of the
blockchain and maintain the operation of blockchain system. By
integrating economic factors into the blockchain technology sys-
tem, the nodes that follow rules and participate will be encouraged
to use , but the nodes that violate the rules will be punished. The
motivation mechanism promotes the benign development of the
blockchain system. The motivation layer is also an optional layer
that provides rewards for participating nodes to attract as much as
possible nodes to participate in federated learning.

Contract layer contains scripts, algorithms, and smart contracts,
which are also simple to understand custom of the electronic con-
tract. Smart contract can automatically execute when the con-
straints are completed. When it’s not in this case, it automatically
cancels the contract and triggers all pre-set terms. This is also one of
the core technologies that blockchain can liberate the credit system.
Smart contracts can decide what models to train, what algorithms
to use, and what hyper-parameters to set. The federated learning
platform can truly accomplish democratized machine learning.

The blockchain application layer encapsulates verify application
scenarios and cases, just like application on a computer operat-
ing system, a portal on an Internet browser, a search engine, an
electronic mall, or an APP on a mobile phone. Based on the ma-
ture federated learning model training, the application layer of
blockchain can further provide decentralized top-level services and
expand functions of the federated learning platform. [17-20]
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Figure 3: Federated Learning System Flow Diagrams.

3 FUNCTIONAL DESIGN OF FEDERATED
LEARNING SYSTEM BASED ON
BLOCKCHAIN

In this section, the core function design of federated learning system
is based on blockchain will be introduced, including model storage
and evaluation, model training, motivation mechanism and audit
mechanism

3.1 Model Storage and Evaluation
In order to give full usage on blockchain’s excellent characteristics
of decentralization, this paper adopts a model evaluation method
and model updated strategy based on smart contract. The federated
learning system is jointly maintained by multiple blockchain nodes.
The blockchain model is kept on the blockchain ledger, and the
personal data of each participant is kept offline to avoid disclosure.
The training of themodel adopts updatedmodel, and updatedmodel
is controlled by smart contract. After updating the global model, the
blockchain model can be distributed efficiently and the performance
bottleneck of model distribution can be removed. Access conditions
are set jointly by nodes that already participated in the federated
learning system, and model testing and access control contracts are
sated to prevent participants who wish to do evil.[21-22]

The sample process is as follows:
As shown in figure 3, node 1, node 2 and Node 3 are the existing
nodes of the federated learning system, which jointly maintain the
learning model in the blockchain ledger. The local data of node 1,
node 2 and Node 3 are stored outside the blockchain. The model
test, access control and consensus contract on the chain are imple-
mented by smart contracts. When a foreign node 4 wants to join
the federated learning system, it needs to pass the system access
control first for prevent the foreign node maliciously probe the local
data of the nodes in the learning system. Model updates should pass
two phases of model testing that approved by consensus contracts.
Taking node 4 as an example to invoke model update, public model
test refers to a set of public test data to test the training effect of
the model provided by node 4. In this way, some models with poor
effect can be filtered out and the computing resources of the system
can be saved. If node 4 passes the public model test, then the private
data test phase will start. Although model test proved that the node
4 provide model is a normal model, but it is clear that the model

Figure 4: Horizontal Federated Learning Algorithm and
Sample Schematic Diagram.

has a high risk of overfitting, in order to ensure the node 4 provide
model is really available, node 1, 2, 3 respectively using its local
data to test the effect of the model provided by node 4 (including
precision, recall ratio and precision ratio and recall ratio, etc.), this
step is outside the chain, so as not to reveal the local data from
node 1, 2, 3.Obviously node 4 just provides the model ,so the data
from node 4 also won’t be leaked. When the network income more
nodes, the access control can be adjusted to a random n choose k
mode. Consensus contract is formulated by the network existing
members, and it can make user-defined setting of module update
condition, such as precision rate or recall rate index (model under
different business scenarios indicators tend to have very big differ-
ence) to decide whether should allow node 4 invoke once model
update. This method can ensure that a block falls only if the model
performance can be improved, and helps model updating in the
right direction. The mode of deliver model is distributed. If a node
needs to update the model to the latest state, it can get the latest
module directly from the peer node rather than rely on a specific
node.

3.2 Model Training
In order to take advantage of blockchain such as consensus trust,
non-tampering and decentralization, and overcome the shortcom-
ings of centralized federated learning architecture, the performance
and storage space of blockchain system should be fully considered,
and we should pay attention to privacy protection. [23-24]

Therefore, this paper refers to the idea of zero-knowledge proof,
adopts the model updating mode to carry out the out-of-chain train-
ing of the model, for reducing the expense of communication and
storage space, and realizing the data security based on information
theory. The federal learning system designed in this paper mainly
supports two modes: horizontal federal learning and vertical federal
learning. [25]

As shown in figure 4, horizontal Federated Learning, also known
as Feature Aligned Federated Learning, is suitable for the situation
where participants’ data features overlap a lot and sample id overlap
a bit. For example, customer data of two banks are in different
regions.[26-28]

The horizontal federal learning model of this paper mainly
adopts the integrated learning model, it will set weight of each
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Figure 5: Longitudinal Federated Learning Algorithm and
Sample Schematic Diagram.

node with consensus protocol to provide learning machine (hori-
zontal federal learning set the strong constraints for the participat-
ing characteristics, although it is invalid to improve the accuracy
of model, model can provide a good explanatory, likes traditional
machine learning ,this method even suffers the integration which
can also keep explanatory).Training process can be summarized
as following: First of all, each node trains model independently
according to their own data, and then starts model update smart
contract request. The other nodes (if there are many nodes we often
adopt the random pick method) response for the smart contracts to
validate the model. If the model performance increases, the nodes
authorize the updating of the model. According to different busi-
ness scenarios, horizontal federal learning can choose sequence
integration learning methods such as AdaBoost, which utilizes the
dependencies between basic learners to improve overall predictive
effect. We can also choose the parallel integration learning method
such as Random Forest that takes advantage of the independence
between base learners to highly reduce errors by averaging.

As shown in figure 5, longitudinal federated learning, also known
as sample-aligned Federated Learning, is suitable for training par-
ticipants in cases where Sample ids overlap a lot and data charac-
teristics overlap a little. For example, common customer data of
Banks and e-commerce companies are in the same region.[29-30]

The longitudinal federal learning model of this paper mainly
adopts the deep learning model, set up by consensus agreement
of each node to provide update model regarding step length and
updating parameters (have the effect of the drop out). Longitudi-
nal federal learning extends the feature dimension, which makes
it hard for the traditional machine learning model processing. At
the same time, the complicated calculation relationship between
different characteristics usually can’t explain. Deep learning model
can effectively block the characteristics of the differences between

different models, and better performance Deep learning can preset
higher dimensions, and set some dimensions of the corresponding
input node to inactive temporarily. After waiting for the partici-
pants to provide the relevant data and be open to participate in the
node, the global model can copy to the local and use their own data
and network to update the global network, also get the other node
model performance testing and global network of corresponding
computing nodes after poor value of input , which is under the con-
trol of super parameter constraint consensus agreement to update
global node.

3.3 Motivation Mechanism
Appropriate motivation mechanism can provide rewards for the
participants’ contribution, increase the enthusiasm of the partici-
pants, and update the initiator to maliciously to punish the federal
learning business scenarios. Blockchain network has excellent POW
and POS basis, model updating is obviously a good effective cer-
tificate. It can improve the performance of the model significantly
and enhance from short to long time of small ascension process,
this process also can meet the demand of POW proved effective
. When a node brings ascends continuously for the model, it can
clearly show that the nodes with better data and computing capac-
ity should update with higher weight and step length and meet the
needs of POS proved at the same time. To launch a network update,
it should set a cost value to avoid invalid network launched by the
node constantly updated and reduce the waste of computing power
between the nodes.

3.4 Audit Mechanism
With Learning model in the training process, participants may en-
counter malicious submission model, model training or mislead
training into local optimization model. So it requires federal learn-
ing system to have a good audit mechanism to locate the errors.
Blockchain system’s tamper-resistant features provide a good sup-
port for the audit mechanism. The history of model update is com-
pletely recorded in the blockchain according to the transaction
order. The initiator of model update and the result of model update
are also recorded in the blockchain. With data mining technology
and data visualization technology, the time and node of problem
occurrence can be accurately located and the audit of federated
learning system can be effectively realized.

4 FUNCTIONAL DESIGN OF FEDERATED
LEARNING SYSTEM BASED ON
BLOCKCHAIN

In this section, an experimental design is carried out for the in-
dividual credit evaluation scenario to verify the rationality of the
system design. The experimental content includes using random
forest to build credit risk assessment model and comparing the
effects of horizontal federated learning with different number of
nodes participating. Neural network is used to build credit risk
assessment model to compare the effects of longitudinal federated
learning with different number of nodes participating.
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Table 1: The Test Environment Hardware Configuration

CPU: 40*Intel E5-2623 V4 2.2GH virtual 32 core

Memory: 32 GB
Network Card 10 Gbps

Figure 6: The System Throughput Test Results

4.1 Establishment of Experimental
Environment

Based on the Fabric 2.0 alliances chain system, we achieve test with
different local data of peer node after taking the same algorithm for
training and integrated performance comparison. The purpose is
to investigate how to improve the ability of island phenomenon for
the learning system based on block chain with deficiency of data
samples and data dimension data.

The experimental environment is as Table 1

4.2 Data Set Selection and Preprocessing
This paper adopts the Lending Club data set for training. After
removing the Current data in the repayment period, the remain-
ing state is divided into two categories: default and non-default.
The pretreatment operation includes feature normalization, outlier
treatment, missing value treatment and so on. After the preliminary
preprocessing, the correlation test method is adopted to remove
some highly correlated variables and retain 100 eigenvectors and
65,000 pieces of data.

After preprocessing, 1/10 of the data is selected as the test data
to test the training results by random sampling. The training set of
the random forest is divided into 5 parts on average and distributed
among 5 nodes, with independent training data among each node,
so as to simulate the situation of insufficient data samples in finan-
cial institutions with the same category. The training set of neural
network divides the training data set into 5 parts on average, and
adopts the random null method. After reserving common fields
such as funded_amnt of the current loan amount for each node
training set, half of the other fields are randomly null, so as to simu-
late the situation that different financial institutions have different
dimensional data.

Figure 7: The ROCCurve and AUCValues of Random Forest
Experiment.

4.3 Experimental Results
The experimental results will compare the effects of multi-node
horizontal integration and multi-feature vertical integration of fed-
erated learning. The number of participating nodes is 1, 2, 3, 4 and
5. At the same time, the system carries out the model reading and
writing experiment, including the random forest model of 100 di-
mensions and BP neural network model of 100 dimensions. The
number of trees in random forest is 1000, and the number of node
features of trees is 3. The neural network is a single hidden layer
neural network, and the maximum number of iterations is 2000.

The system throughput test results are as Figure 6
The results of the random forest experiment are as Table 2
ROC curve and AUC values are as Figure 7
The results of neural network are as Table3:
ROC curve and AUC values are as follows in Figure 8
According to the experimental results of the above data, with

the increase of participating integration nodes, indicators such as
the accuracy rate of horizontal integration learning and vertical
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Table 2: The Results of The Random Forest Experiment

Nodes number Precision Recall Accuracy

1 0.73 0.73 0.72
2 0.76 0.75 0.74
3 0.79 0.80 0.81
4 0.84 0.85 0.83
5 0.88 0.86 0.85

Table 3: The Results of Neural Network

Nodes number Precision Recall Accuracy

1 0.55 0.56 0.56
2 0.70 0.71 0.71
3 0.76 0.75 0.75
4 0.81 0.83 0.82
5 0.84 0.85 0.85

Figure 8: TheROCCurve andAUCValues ofNeuralNetwork
Experiment.

integration learning have been significantly improved. In the case
of 5 nodes, the model is fully integrated, and both horizontal and
vertical integration learning achieve ideal results. When there are
fewer nodes, the improvement of vertical integration learning is
more obvious than that of horizontal integration learning, which
indicates that insufficient data dimension is more likely to become
the performance bottleneck of the model than insufficient data sam-
ple. In the process of updating the model, the system can always
maintain high throughput and meet the performance requirements
in the actual application process. The experimental results show
that the federal learning system based on block chain can effec-
tively improve the lack of data samples of the same institutions
and the lack of data dimensions of different institutions, meet the
requirements of data compliance in the process of cooperation be-
tween different institutions, and have high reading and writing
performance, which can meet the application requirements.

In this experiment, the system is a distributed system with high
throughput, and there is no single point of failure, and the perfor-
mance bottleneck is overcome. The updating mode of the model is
to update themodel with themodel, which eliminates the possibility
of the central server illegally acquiring data and solves the prob-
lem of privacy protection. The model is stored on the block chain,

which can’t be tampered with. The traceability of the data ensures
the authenticity of the data. Every participant in the model update
process can directly query, and the training process is transpar-
ent. Therefore, this experiment proves that the federated learning
system based on block chain is feasible and practical.

5 CONCLUSION AND PROSPECT
This paper proposes a federated learning method based on
blockchain, federal learning system architecture. We design the
method of model store and evaluation, training methods and moti-
vation mechanism based on blockchain. We discuss the feasibility
and superiority in blockchain combined with federal study. Federal
learning can be carried out in a truly decentralized manner with the
consideration of privacy protection. Through the combination of
federal learning technology and blockchain technology, the three
problems regarding performance bottleneck, data trustworthiness
and privacy protection are solved. Both horizontal and vertical fed-
eral learning can be carried out effectively in a blockchain-based
federal learning system. At the same time, through the analysis of
the existing work, it is found that the performance gap between
different blockchain networks is huge. To successfully deploy and
run the federated learning system, it is necessary to carefully select,
deploy and optimize the blockchain network. And the federated
learning system is not suitable for lazy learning methods such
as clustering, because this kind of method cannot update model
with model. Federal learning can effectively break the data island,
blockchain network can rebuild trust, the effective combination of
the twins can diminish the trouble that the date lacks and share dif-
ficult for machine learning. If we want to truly apply the federated
learning method based on blockchain to the production environ-
ment, further effective schemes need to be researched and practiced.
The existing framework should be adjusted and expanded to im-
prove its integrity and extensibility, and the top-level application
based on federated learning model should be deeply developed.
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